Rozwiazania znanych probleméw OpenStack - FAQ

e Problem z limitem catkowitego rozmiaru przestanych obrazéw serwisu glance (domyslinie

1GB)
(@)

e]
e]

openstack --os-cloud devstack-system-admin registered limit list

# usuniecie rekordu limitu po ID

openstack --os-cloud devstack-system-admin registered limit delete
c8ab6aeb589f£4a559pf06e0d7¢c3c2468

openstack --os-cloud devstack-system-admin registered limit create --service
glance --default-1limit 10000 --region RegionOne image size total

source /opt/stack/devstack/openrc admin demo

# pobranie obrazu

glance image-download --file RHEL-6 6 --progress c¢0247a08-6a68-4bd2-ae3e-
cale8f654dca

e Przy tworzeniu nowej maszyny pojawia sie bfad - maszyna jest w statusie btad

Btad: Nie mozna wykonac zgdanej czynnosci dla instancji ,test”, instancja znajduje sie
w stanie btedu.: Prosze spréobowaé pdzniej [bfad: Exceeded maximum number of
retries. Exhausted all hosts available for retrying build failures for instance Oa7ffeab-
0a42-4729-b142-bf100e53d76f.].

Szczegdty w logu instancji:

Traceback (most recent call last): File
"/mnt/dane/stack/nova/nova/conductor/manager.py", line 705, in build_instances
raise exception.MaxRetriesExceeded(reason=msg)
nova.exception.MaxRetriesExceeded: Exceeded maximum number of retries.
Exhausted all hosts available for retrying build failures for instance 98976769-4c76-
4a0c-a98b-27b07febb126.

Rozwigzanie:

Na poczatek nalezy sprawdzi¢, czy wszystkie serwisy pracujy poprawnie (status w
kolorze zielonym, jesli nie to nalezy uruchomic¢ ponownie wszystkie serwisy chmury w
kolejnosci, jak podano ponizej, jesli to nie pomoze, to nalezy wykonac kolejne kroki.

# sprawdzenie statusu wszystkich serwiséw devstack:
systemctl status devstack@*

nalezy sprawdzié poleceniem virsh, czy nie mamy nieuzywanych instancji maszyn,
ktére blokujg identyfikatory dla nowo budowanych instancji:

virsh list --all
jesli istniejg maszyny na liscie, ktérych nie widzi Horizon, to nalezy je usunac.

Powinny by¢ w trybie shut off.

virsh undefine <nazwa instancji>



Jesli maszyna pracuje, to wpierw nalezy jg wytgczyé, a potem usunac:

virsh destroy <instancja>
virsh undefine <nazwa instancji>

Po tej operacji nalezy ponownie uruchomié wszystkie ustugi devstack a:

systemctl restart devstack@keystone.service
systemctl restart devstack@c-api.service
systemctl restart devstack@g-api.service
systemctl restart devstack@n-api-meta.service
systemctl restart devstack@n-api.service
systemctl restart devstack@c-sch.service
systemctl restart devstack@c-vol.service
systemctl restart devstack@dstat.service
systemctl restart devstack@etcd.service
systemctl restart devstack@n-cond-celll.service
systemctl restart devstack@n-cpu.service
systemctl restart devstack@n-novnc-celll.service
systemctl restart devstack@n-sch.service
systemctl restart devstack@n-super-cond.service
systemctl restart devstack@placement-api.service
systemctl restart devstack@g-ovn-metadata-agent.service
systemctl restart devstack@g-svc.service

od tego momentu powinna by¢ mozliwos¢ tworzenia nowych maszyn wirtualnych.

e Podfaczenie CD-ROM'u do instancji maszyny
o virsh attach-disk 6 /mnt/dane/iso/virtio-win-0.1.96.iso sdc

o Jesli wystgpit problem z tworzeniem wolumenu devstack

o losetup -f /opt/stack/data/stack-volumes-lvmdriver-l-backing-file
o systemctl restart devstack@c-vol.service

e Problem z logowaniem za pomoca klucza

ssh -i klucz.pem -1 ubuntu 10.0.2.238

sign_and_send pubkey: no mutual signature supported

ubuntu@l10.0.2.238: Permission denied (publickey).

# Klucz prywatny nie jest traktowany jako bezpieczny, nalezy sie zalogowacd
z opcja: -o PubkeyAcceptedKeyTypes=ssh-rsa

O 0 0O 0O 0O O O

root@vm:/klucz# ssh -o PubkeyAcceptedKeyTypes=ssh-rsa -i klucz.pem
ubuntu@l0.0.2.238
o Welcome to Ubuntu 14.04.6 LTS (GNU/Linux 3.13.0-169-generic x86_64)

e Problem z logowaniem za pomoca klucza — niewtasciwe uprawnienia

Permissions 0644 for 'klucz.pem' are too open.

It is required that your private key files are NOT accessible by others.
This private key will be ignored.

Load key "klucz.pem": bad permissions

ubuntu@10.0.2.236: Permission denied (publickey).

Rozwigzanie:

chmod 0600 /klucz.pem

e Wyswietlenie status wszystkich serwiséw devstack:

o systemctl status devstack@*



Przestanie obrazu ISO systemu do chmury:

O openstack image create --disk-format iso --container-format bare --public -

-file from.iso to.iso

Przestanie obrazu gcow?2 systemu do chmury:

O openstack image create --disk-format gcow2 --container-format bare --public

--file from.gcow2 to.gcow2

Przestanie obrazu vdi systemu do chmury:

O openstack image create --disk-format vdi --container-format bare --public -

-file from.vdi to.vdi

Przestanie obrazu vmdk systemu do chmury:

¢} openstack image create --disk-format vdi --container-format bare --public -

-file from.vmdk to.vmdk

Autoryzacja uzytkownika z konsoli:
o source demo-openrc.sh admin
¢} i wpisac haslo (jakie$ tajne)

Usuwanie podtgczonego wolumenu do nieistniejgcej instancji maszyny

o openstack volume list

openstack volume set --state available d8376c86-07al1-4d82-9c8c-e22c05ad999d

o
o openstack volume set --detached d8376c86-07al-4d82-9c8c-e22c05ad999d
o openstack volume delete --force d8376c86-07al-4d82-9c8c-e22c05ad999d

Usuwanie wolumenu jesli nie dziata openstack volume delete

openstack volume list (lub) #cinder list

# Na podstawie powyzszych komend nalezy pobra¢ id wolumenu do usuniecia
openstack volume delete <volumeid> (lub) cinder delete <volumeid>

# Sprawdzamy, czy wolumen zostal usuniety:

openstack volume list (or) #cinder list

# Jesli wolumen nadal istnieje, musimy go usuna¢ z bazy danych

# Zanim zalogujemy sie do bazy danych, sprawdzamy szczegdiy wolumenu:
cinder list

# Teraz sprawdzamy status wolumenu, czy jest w stanie ,error deleting” lub
»,Detaching” 1 kasujemy status:

cinder reset-state -state available <volumeid>

# Logujemy sie do bazy danych cinder:

mysgl>use cinder;

mysgl>update volumes set attach status=’detached’,status=’available’ where id

='<volumeid’;

cinder delete <volumeid>

# Jesli powyzsze kroki nie przyniosa efektu, ponownie logujemy sie do bazy
danych cinder, I wykonujemy polecenie:

mysgl>update volumes set

deleted=1,status="deleted’,deleted at=now(),updated at=now() where deleted=0

and id='<volumeid>’;

Zatrzymanie chmury devstack:
o systemctl stop devstack@*

Prawidtowa kolejno$¢ uruchamiania serwiséw devstack:

systemctl restart devstack@keystone.service
systemctl restart devstack@c-api.service
systemctl restart devstack@g-api.service
systemctl restart devstack@n-api-meta.service
systemctl restart devstack@n-api.service
systemctl restart devstack@c-sch.service



systemctl restart devstack@c-vol.service
systemctl restart devstack@dstat.service
systemctl restart devstack@etcd.service
systemctl restart devstack@n-cond-celll.service
systemctl restart devstack@n-cpu.service
systemctl restart devstack@n-novnc-celll.service
systemctl restart devstack@n-sch.service
systemctl restart devstack@n-super-cond.service
systemctl restart devstack@placement-api.service
systemctl restart devstack@g-ovn-metadata-agent.service
systemctl restart devstack@g-svc.service

e Zmiana limitéw pamieci:

# aktualne limity

openstack quota show

# domys$lne wartos$ci limitdw
openstack quota show --default

# zmiana limitu pamieci ram na 120 GB.
openstack quota set --ram 120000000 --force admin
openstack quota set --ram 120000000 --force demo

# zmiana Jjest konieczna, jes$li chcemy doda¢ odmiany (flavor) o wiekszej ilosci
pamieci niz 51200 kB (warto$¢ domys$lna)

e Zmiana formatu dysku z qcow2 na vmdk:
O gemu-img convert -p -f gcow2 -O vmdk my centos7.qcow2 my centos7.vmdk

e Zapisanie obrazu dysku z chmury na serwer:

o glance image-download --file to.img --progress from.img

e Konfiguracja routingu dla adreséw ptywajgcych:

O echo 1 > /proc/sys/net/ipv4/conf/SINTERFACE/proxy arp
O iptables -t nat -A POSTROUTING -o S$INTERFACE -3j MASQUERADE
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